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This study's analysis of a large dataset using logistic regression reveals important factors influencing 
diabetes diagnosis that are influenced by clinical history, healthcare consumption, and demography. 
The results show that older persons had a higher risk of developing diabetes, with notable variations 
observed in age groups, ethnicities, and genders. Notably, normal glucose levels lower the chance of 
diabetes, whereas older age, non-Caucasian ethnicity, and greater emergency healthcare utilization 
correspond with a higher risk. Given the complex interactions between numerous variables, these 
findings highlight the necessity of focused healthcare policies and initiatives for the optimal 
management and prevention of diabetes. This study provides insightful advice for improving clinical 
procedures and creating reasonable health policy. 
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INTRODUCTION 
 
Diabetes is a chronic health condition that affects how the body processes blood glucose (sugar). High levels of blood glucose can 
lead to serious health problems over time, including heart disease, stroke, kidney disease, nerve damage, and vision loss. Effective 
management of diabetes is crucial to prevent these complications and maintain quality of life for those affected. 
 
Health Care Costs of Diabetes in the USA: The economic burden of diabetes in the United States is significant and growing. 
According to the American Diabetes Association (ADA), the total cost of diagnosed diabetes in the U.S. in 2017 was $327 billion. 
This includes both direct medical costs and indirect costs associated with reduced productivity. There are some factors that 
influence the diabetes-Race/Ethnicity, Gender, Age, Hospitalization, Medical Procedures and Interventions, Emergency and 
Inpatient Visits. 
 
Race/Ethnicity: Research has elucidated the role of race and ethnicity in shaping diabetes outcomes and management. Studies 
have shown that racial and ethnic groups such as Caucasians and Hispanics experience different prevalence rates and 
complications related to diabetes (American Diabetes Association, 2020). For instance, minority groups, including Hispanics, 
often have higher rates of diabetes compared to Caucasians, which can be attributed to factors such as genetic predisposition, 
socioeconomic status, and cultural differences in diet and lifestyle (Golden et al.,2012; CDC, 2019). Furthermore, these disparities 
are exacerbated by limited access to healthcare and educational resources (Kirkman et al., 2012). 
 
Gender: Gender differences play a critical role in diabetes outcomes and management. Women with diabetes face unique 
challenges, such as a higher risk of cardiovascular disease and difficulties in controlling blood glucose levels (Legato et al., 2006). 
Additionally, issues related to pregnancy and menopause can further complicate diabetes management for women (Golden et al., 
2012). Socioeconomic factors and gender-specific healthcare access also contribute to these disparities, highlighting the need for 
tailored interventions (ADA, 2020). 
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Figure 1.1. Percent of total population with diagnosed diabetes by age, 1980-2017 
 

Age: Age is a crucial factor in the incidence and management of diabetes. Older adults are at a higher risk for type 2 diabetes due 
to age-related changes in insulin sensitivity and pancreatic function (Sinclair et al., 2011). Age also affects the management of 
diabetes, as older adults often have multiple comorbidities, leading to more complex treatment regimens and a higher likelihood of 
adverse drug interactions (Kirkman et al., 2012). Effective management strategies must therefore consider the unique needs of 
different age groups (ADA, 2020). 
 
Hospitalization: The length of hospital stay is an important indicator of health outcomes in diabetes patients. Longer hospital stays 
can be indicative of severe complications or poor management of the disease (Rubin, 2015). Efficient hospital care and early 
discharge planning are essential to reduce the duration of hospital stays and improve patient outcomes. [1] Studies have 
highlighted the importance of integrated care approaches to minimize hospital readmissions and manage diabetes more effectively 
(Nathan et al., 2009). 
 
Medical Procedures and Interventions: The number of laboratory procedures and medical interventions a patient undergoes 
reflects the complexity of their condition and the intensity of their treatment. Frequent lab tests and procedures are often necessary 
to monitor and manage diabetes, but they also add to the healthcare burden and costs (Zhang et al., 2010). Research indicates that 
regular monitoring and timely medical interventions are critical for effective diabetes management and prevention of 
complications (Sacks et al., 2011). 
 
Emergency and Inpatient Visits: High rates of emergency room visits, and inpatient admissions are associated with poor diabetes 
control and frequent complications (Ginde et al., 2008). Effective outpatient management and patient education can significantly 
reduce the need for emergency and inpatient care, leading to better health outcomes and lower healthcare costs (Fong et al., 2004). 
Studies underscore the importance of comprehensive diabetes education programs to empower patients in managing their 
condition and preventing emergencies (Polonsky et al., 2011). 
 
The identified research gap underscores the importance of examining the disparity in diabetes diagnosis and treatment across 
different demographics and healthcare settings. While there is extensive research on diabetes, there is a need for more detailed 
analysis of how specific factors such as age, gender, ethnicity, and healthcare utilization influence diabetes diagnosis and 
management.The study investigates the multifaceted factors influencing diabetes diagnosis and prescription patterns in the United 
States, using data from 130 US hospitals and integrated delivery networks over a ten-year period (1999–2008). The research aims 
to elucidate the key determinants of diabetes diagnosis and the subsequent prescription of diabetic medication, building on several 
critical research questions. 
 
Main Research Questions 
 

 How does age influence the likelihood of being prescribed diabetic medication or diagnosed with diabetic 
 What is the relationship between race/ethnicity and the likelihood of a diabetes diagnosis? 
 How does gender affect the likelihood of a diabetes diagnosis? 

 
Additional Research Questions 
 

 How does the glucose serum level impact the probability of a diabetes diagnosis? 
 What is the impact of emergency visits on diabetes diagnosis? 
 How do inpatient visits correlate with diabetes diagnosis? 

 
This study aims to fill this gap by analyzing clinical treatment patterns across a diverse set of hospitals and integrated delivery 
networks in the United States, offering insights into the key determinants of diabetes management. 
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METHODOLOGY 
 
INFORMATION ABOUT DATA: The dataset includes clinical treatment from 130 US hospitals and integrated delivery 
networks over a ten-year period (1999–2008).
14 days, underwent testing, and were prescribed medication. Many diabetes patients do not receive numerous preventative and 
treatment strategies, despite high-quality rese
diabetes isn't managed carefully, it leads to poor control of low blood sugar, which is a problem. Failure to provide proper 
care not only increases the managing costs for the hospitals (as the patients are readmitted) but also impacts the morbidity and 
mortality of the patients, who may face complications associated with diabetes.
number, race, gender, age, admission type,
performed, HbA1c test result, diagnosis, number of medications, diabetic medications, number of outpatient, inpatient, and 
emergency visits in the year before the hospitalizat
 
DATA PREPROCESSING AND DATA CLEANING
 

Figure 2.1
 
During the initial evaluation of the data, it was determined that there were no missing values in the dataset, typically indi
NA in R. However, a more thorough investigation revealed that missing information was encoded using a special character, t
question mark ("?").  
 
This finding underscores the importance of employing comprehensive data cleaning procedures to properly prepare the dataset f
econometric analysis. Therefore, to ensure the accuracy and reliability of the analytical results, it 
data cleaning strategies in the presence of these hidden missing values.
 
Data Cleaning: These columns include “?” signs: "race" , "weight" , "payer code", "medical specialty" , "diag_1", "diag_2", 
"diag_3". The percentage table of columns which has a high number of special characters is given below.
 
Table 1.1 The rate of “?” signs in the variables 

 
There are excessive amounts of “?” values in weight, medical specialty, and payer code variables. 
 
The reason why, we eliminated these columns from the dataset. However, we still have missing values in the dataset. As a next 
step, we removed the rows which contained the “?” sign. The number of columns has declined to 47 from 50. Besides, the 3713 
rows deleted, and the number of rows decreased to 98053 from 101766.Rows where gender was labeled as "Unknown/Invalid" 
were removed. In the readmitted variable, values "<30" and ">30" were changed to "Yes' ' and "No," respectively. The '>200' a
'>300' values in the 'max_glu_serum' column were directly recorded to 'High.' The levels of the A1C result variable were also 
recorded. Using the z-score outlier detection technique, we removed outliers that would negatively impact the model we plan to 
create. Consequently, 11 rows identified as outliers were deleted from the dataset.Subsequently, the formats of the variables were 
manually modified. Most of the variables were converted to nominal, with 8 being continuous and only 1 ordinal variable (age)
a final preprocessing step, new columns were created by utilizing elements of the nominal and ordinal variables to aid the model 
preparation process. 
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The dataset includes clinical treatment from 130 US hospitals and integrated delivery 
2008). Each row contains hospital records of diabetic patients who were admitted for up to 

14 days, underwent testing, and were prescribed medication. Many diabetes patients do not receive numerous preventative and 
quality research suggesting improved clinical outcomes for such individuals. In hospitals, if 

diabetes isn't managed carefully, it leads to poor control of low blood sugar, which is a problem. Failure to provide proper 
ts for the hospitals (as the patients are readmitted) but also impacts the morbidity and 

mortality of the patients, who may face complications associated with diabetes. The data contains such attributes as patient 
number, race, gender, age, admission type, time in hospital, medical specialty of admitting physician, number of lab tests 
performed, HbA1c test result, diagnosis, number of medications, diabetic medications, number of outpatient, inpatient, and 
emergency visits in the year before the hospitalization, etc. [2] 

DATA PREPROCESSING AND DATA CLEANING: The dataset contains 50 columns and 101766 rows in the dataset.

 
Figure 2.1. A brief overview of the dataset 9x9 

During the initial evaluation of the data, it was determined that there were no missing values in the dataset, typically indi
NA in R. However, a more thorough investigation revealed that missing information was encoded using a special character, t

This finding underscores the importance of employing comprehensive data cleaning procedures to properly prepare the dataset f
econometric analysis. Therefore, to ensure the accuracy and reliability of the analytical results, it 
data cleaning strategies in the presence of these hidden missing values. 

These columns include “?” signs: "race" , "weight" , "payer code", "medical specialty" , "diag_1", "diag_2", 
able of columns which has a high number of special characters is given below.
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nated these columns from the dataset. However, we still have missing values in the dataset. As a next 
step, we removed the rows which contained the “?” sign. The number of columns has declined to 47 from 50. Besides, the 3713 

f rows decreased to 98053 from 101766.Rows where gender was labeled as "Unknown/Invalid" 
were removed. In the readmitted variable, values "<30" and ">30" were changed to "Yes' ' and "No," respectively. The '>200' a

lumn were directly recorded to 'High.' The levels of the A1C result variable were also 
score outlier detection technique, we removed outliers that would negatively impact the model we plan to 

s outliers were deleted from the dataset.Subsequently, the formats of the variables were 
manually modified. Most of the variables were converted to nominal, with 8 being continuous and only 1 ordinal variable (age)

s were created by utilizing elements of the nominal and ordinal variables to aid the model 
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The data contains such attributes as patient 
time in hospital, medical specialty of admitting physician, number of lab tests 

performed, HbA1c test result, diagnosis, number of medications, diabetic medications, number of outpatient, inpatient, and 

The dataset contains 50 columns and 101766 rows in the dataset.  

 

During the initial evaluation of the data, it was determined that there were no missing values in the dataset, typically indicated by 
NA in R. However, a more thorough investigation revealed that missing information was encoded using a special character, the 
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Exploratory Data Analysis: From the plot, it is evident that a significantly larger number of patients are on diabetes medication 
("Yes") compared to those who are not ("No"). The bar corresponding to "Yes" is noticeably higher, indicating a frequency greater 
than 60,000. In contrast, the bar for "No" represents a frequency around 20,000. This distribution suggests that a substantial 
proportion of the dataset consists of patients who are undergoing diabetes treatment with medication. This insight is crucial for 
understanding the patient population and could have implications for further analyses, such as assessing the impact of medication 
on health outcomes or evaluating treatment efficacy. The large number of patients on diabetes medication might also indicate a 
high prevalence of diabetes within the studied population.  
 

 
 

Figure 2.2: Count of the diabetic patients 
 

 
 

Figure 2.3. Count of the diabetic patients among different age intervals and distinctive ethnicities 
 
The age distribution suggests a concentration of individuals in the older age categories, particularly between 50 and 80 years. This 
could imply a focus on older adults within the dataset, which might be relevant for studies on age-related health issues or services 
targeting older populations.The race distribution shows a predominant representation of Caucasian individuals, followed by 
African Americans. The relatively small counts for Hispanic, Asian, and other categories indicate a less diverse racial composition 
in the dataset. This could have implications for analyses related to racial health disparities or the need for more inclusive data 
collection practices. 
 
Method/Model 
 
Variable selection: In this stage of the selection of the regressors based on correlation, and Antidiabetic medical elements. 
 

 
Figure 3.1. The Correlation Matrix plot of the numeric variables 
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Correlation Analysis: The correlation matrix illustrates the relationships between various variables in the dataset. Notable strong 
positive correlations are observed between the number of procedures and the number of lab procedures, as well as between the 
number of inpatient visits and the time spent in the hospital. Additionally, a strong positive correlation exists between the number 
of diagnoses and the time spent in the hospital. Moderate positive correlations are identified between the number of medications 
and the number of lab procedures, and between the number of inpatient visits and the number of diagnoses. These relationships 
suggest that patients with more procedures or diagnoses tend to have more lab tests and longer hospital stays.Weak or negligible 
correlations are observed among several other variables, indicating limited or no significant relationships.The matrix also 
highlights potential multicollinearity concerns, particularly between variables such as the number of procedures and lab 
procedures, and the number of inpatient visits and time in hospital. These high correlations suggest that multicollinearity may pose 
a problem in regression models, affecting the interpretation of individual predictor effects. Addressing multicollinearity through 
variable selection or dimensionality reduction techniques will be crucial for accurate model development and analysis. [3] 
 
Feature Selection in Model Development: Through correlation analysis, it was discovered that there is a substantial association 
between "Patient Number" and "Encounter ID" during the variable selection process. However, neither variable contributed 
significant explanatory power to the model. Consequently, both variables were excluded from the subsequent analysis. 
Furthermore, a noteworthy association was identified between the variables "Number of Procedures" and "Number of 
Medications," as well as between "Number of Medications" and "Time in Hospital." 
 
Due to the potential for multicollinearity to distort regression coefficient estimations and jeopardize the model's statistical validity, 
the "Number of Medications" variable was removed from the model. Its multicollinearity with two other variables necessitated its 
exclusion to enhance model performance and reliability. Additionally, the dataset was cleansed of "ID variables" and "diagnosis 
variables," as these factors were deemed irrelevant to the model's theoretical applicability and prediction accuracy. The following 
variables are included in the improved dataset for model building after these pointless and troublesome variables were eliminated:  
 
Diabetes Med", "race", "gender", "age", "time_in_hospital",  "num_lab_procedures", "num_procedures", "number_outpatient", 
"number_emergency", "number_inpatient", "number_diagnoses", "max_glu_serum", "A1C result", "change", "readmitted" 
 
Exclusion of Antidiabetic Medications from the Predictive Model: The exclusion of the medical elements refers to their high 
level of insignificance and proof that is in table below. Anti-diabetic drugs were purposefully left out of the prediction model's 
development in order to diminish their direct influence on the dependent variable—the existence of diabetes. Making this 
methodological decision was crucial to improving the model's interpretability and predictive accuracy. Focusing solely on non-
pharmacological predictors, the research aims to discover inherent risk factors and biomarkers that indicate the start of diabetes. 
By avoiding possible confounding effects from therapeutic treatments, this approach increases the robustness of the model and 
makes it more applicable to predicting the development of diabetes in a diverse patient population.[4] 
 

Table 2.1. The significance levels of the medical elements towards Diabetic result 
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Selection of the Logistic Regression: Selecting between the logit and probit models is the first step in creating the logistic 
regression model. Applying information criteria measures is essential to distinguish between these two approaches. The fit and 
complexity of the logit and probit models are compared using metrics such as the Akaike Information Criterion (AIC) and the 
Bayesian Information Criterion (BIC). These criteria balance goodness-of-fit against model simplicity, aiding in the decision-
making process. The results from these information criteria measures are used to determine which model is most suitable, ensuring 
an optimal balance between accuracy and parsimony in the final model selection.  

 
Table 2.2. The significance levels of the medical elements towards Diabetic result 

 

 
In conclusion, a comparison of the information criteria shows that, in comparison to the Probit model, the Logit model has a lower 
Akaike Information Criterion (AIC) and a lower Bayesian Information Criterion (BIC). Models with lower values of these criteria 
generally have better goodness-of-fit and parsimony balance. This analysis concludes that the Logit model works better for our 
needs than the Probit model. As a result, it has been decided to move forward with the Logit model for more analysis. 
 
Model Preparation: We created a general model using all selected variables and the logit regression model, incorporating two 
interaction variables. Interaction terms are critical in regression models as they allow for the exploration of combined effects 
between variables, revealing whether the effect of one variable on the outcome is modified by the presence of another variable. 
Including these interaction terms can significantly enhance the model's explanatory power, capturing complex relationships that 
may not be apparent when considering variables independently. This approach ensures a more nuanced understanding of the data, 
potentially leading to more accurate predictions and better-informed decision-making. [5].  
 

Table 2.3.  General Modelwith Interaction Term 
 

 
 
Two interaction terms have been created to explain model well. 
 
Caucasian (Estimate: 0.0467101, p-value: 8.66e-07):This interaction term highlights how the effect of the number of diagnoses 
on the outcome differs for Caucasian patients compared to other racial groups. The positive coefficient suggests that as the number 
of diagnoses increases, the impact on the outcome is more pronounced for Caucasian patients. 
 
Num_lab_procedures (Estimate: 0.0076018, p-value: 1.05e-05): This interaction term shows the combined effect of the number 
of lab procedures and a high A1C result on the outcome. The positive coefficient indicates that having a high number of lab 
procedures combined with a high A1C result has a significant and positive impact on the outcome. Including these interaction 
terms is crucial as they capture the combined effects of variables, providing a more nuanced understanding of the relationships in 
our data. This enhances the explanatory power of our model and helps in making more accurate predictions. Using the general-to-
specific approach, we initially examined whether all insignificant variables could be removed from the model simultaneously. Our 
hypothesis testing framework was as follows: 
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H0: The insignificant variables are jointly insignificant 
H1: The insignificant variables are jointly significant 
 
Given the p-value of 2.2e-16 ***, we rejected the null hypothesis. This indicates that the insignificant variables are jointly 
significant in our model, precluding the simultaneous elimination of all these variables. Consequently, we proceeded to drop 
variables one by one based on their p-values, systematically removing the most insignificant variable from the general regression 
model. Through this iterative process, we eliminated all insignificant variables, except for the “change_ch” variable, which 
remained in the model due to its potential relevance. This methodical approach ensured that our final model retained only the 
variables that contribute significantly to the explanation of the dependent variable, enhancing both the robustness and the 
interpretability of the model. As a result, we now have a refined and ready model, optimized for accuracy and reliability in its 
predictive capabilities. 
 
Final Model and Model Interpretation 
 
Final Model  
 

Table 2.4. Final Logistic Regression Model 

 
In the logit model, we cannot interpret our variables quantitatively due to the nature of logistic regression. The coefficients in a 
logistic regression model represent the log odds of the dependent variable occurring for a one-unit change in the predictor variable, 
not the direct change in probability. This makes the interpretation less intuitive compared to linear regression coefficients, which 
represent the change in the dependent variable directly. Before interpreting the parameters qualitatively in this logistic regression 
model, we first examine the p-values to determine whether each variable is significant or insignificant. If a variable is 
insignificant, it has no effect on the dependent variable, and we do not interpret this regressor. For this reason, we will not interpret 
the "change_Ch" variable, as it has no impact. During the interpretation process, we also consider the base levels, which are not 
explicitly given in the model output. The base levels serve as reference categories against which other categories are compared. In 
econometrics, a value of 1 is considered a success; this does not carry any linguistic meaning but rather a statistical convention. In 
the context of our output, "success" likely refers to the event of being diabetic. This interpretation aligns with the typical 
convention in logistic regression, where one outcome (e.g., being diabetic) is considered the "success" or "positive" outcome, 
while the other outcome (e.g., not being diabetic) is considered the "failure" or "negative" outcome. This qualitative approach 
allows us to understand the direction and relative importance of the predictors in relation to the dependent variable without 
misinterpreting the coefficients' magnitude. By focusing on the significance and direction of the effects, we can derive meaningful 
insights from the model while adhering to the appropriate interpretation guidelines for logistic regression. 
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Interpretation of the Variables from the Ready Model  
 
Caucasian: Being Caucasian is associated with a decreased probability of being diabetic compared to other races.  
 
Hispanic: The likelihood of being diabetic is lower for Hispanic individuals compared to other races.  
Female: Females have a reduced probability of being diabetic compared to males.  
 
Age Interval 2 (10-20 years): Individuals aged 10-20 have a higher probability of being diabetic compared to those aged 90-100.  
 
Age Interval 6 (50-60 years): The probability of being diabetic is higher for individuals aged 50-60 compared to those aged 90-
100.  
 
Age Interval 7 (60-70 years): Being in the 60-70 age range increases the likelihood of being diabetic compared to the 90-100 age 
range.  
 
Age Interval 8 (70-80 years): Individuals aged 70-80 are more likely to be diabetic than those aged 90-100.  
 
Age Interval 9 (80-90 years): The likelihood of being diabetic is higher for those aged 80- 90 compared to individuals aged 90-
100.  
 
Time in Hospital: Spending more days in the hospital increases the probability of being diabetic. 
 
Number of Lab Procedures: A higher number of lab procedures is associated with a decreased probability of being diabetic.  
 
Number of Procedures: An increased number of medical procedures reduces the likelihood of being diabetic.  
 
Number of Emergency Visits: More emergency visits correlate with a higher probability of being diabetic.  
 
Number of Inpatient Visits: A greater number of inpatient visits increases the likelihood of being diabetic.  
 
Number of Diagnoses: Having more diagnoses is associated with a decreased probability of being diabetic.  
 
Normal Max Glucose Serum: Normal maximum glucose serum levels decrease the likelihood of being diabetic compared to high 
glucose levels.  
 
High A1C Result: A high A1C result increases the probability of being diabetic compared to a normal result.  
 
Change in Medications (change_Ch): Changes in medications do not significantly affect the probability of being diabetic and are 
not interpreted further.  
 
Interaction: Caucasian and Number of Diagnoses: For Caucasian individuals, a higher number of diagnoses increases the 
probability of being diabetic.  
 
Interaction: Number of Lab Procedures and High A1C Result: The combined effect of more lab procedures and a high A1C result 
increases the likelihood of being diabetic. 
 
Model Evaluation / Diagnostic Tests: Diagnostic tests are crucial for assessing the validity and goodness-of-fit of logistic 
regression models. These tests help identify model specification errors, evaluate the model's predictive accuracy, and ensure the 
robustness of the results. In this analysis, we employed the Linktest and the Hosmer-Lemeshow test to evaluate our logistic 
regression model. 
 
Linktest Diagnostic Test: The Linktest is used to detect model specification errors by testing whether the model is correctly 
specified.  
 

Table 2.5. Coefficients of the Linktest result 
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It does this by adding the predicted values (yhat) and the squared predicted values (yhat2) as predictors in a new regression model. 
The null hypothesis (H0) is that the model is correctly specified. 
 
Based on our results 
 
Coefficient for yhat is 1.011392, p value <2e-16 (close to zero). Coefficient for yhat2 is -0.014237, p value 0.377. Yhat is 
significant and yhat2 is insignificant,suggest that we fail to reject the null hypothesis. This indicates that the model specifications 
are appropriate, and there are no significant specification errors. 
 
Hosmer Lemeshow Diagnostics test: The Hosmer-Lemeshow test evaluates the goodness-of-fit of the logistic regression model. 
It compares the observed and expected frequencies in different groups of the data, testing the null hypothesis (H0) that the model 
fits the data well 

 
Table 2.6. Coefficients of theHosmer Lemeshow Diagnostics test result 

 
 
Since the p-value is greater than 0.05, we fail to reject the null hypothesis, indicating that the model fits the data well. The high p-
value suggests that the model's predictions are consistent with the observed outcomes, confirming the adequacy of the model. 
 
Other Diagnostic Tests (Not Performed in This Analysis):  While we did not perform the Osius-Rojek test and the Stukel test in 
this analysis, they are also valuable for diagnosing logistic regression models: 
 

 Osius-Rojek Test: This test is used to detect general lack of fit in logistic regression models. It evaluates whether the model 
adequately fits the data by comparing observed and predicted values. 

 Stukel Test: This test is designed to detect deviations from linearity in the logit model. It assesses whether the logistic 
regression assumption of linearity in the logit is violated. 

 
In this analysis, the Linktest and Hosmer-Lemeshow test were employed to validate our logistic regression model. The results 
from both tests indicated that the model is correctly specified and fits the data well, thus confirming the robustness and reliability 
of our model specifications. These diagnostic tests are essential for ensuring the integrity of econometric analyses and the validity 
of the resulting inferences. 
 
Model Comparison with Restricted Models: The model comparison is implemented via using ready model versus three 
restricted models. For this comparison the Likelihood Ratio test has been utilized. 
 
Information about Likelihood Ratio Test: In econometric analysis, the likelihood ratio test is used to compare the goodness-of-
fit between two models: a restricted model and an unrestricted model. The unrestricted model includes all potential explanatory 
variables, while the restricted model excludes one or more of these variables. The hypothesis tested is: 
 
H0: The restricted model is adequate, meaning the excluded variables do not significantly improve the model. 
 
H1: The unrestricted model is better, meaning the excluded variables do significantly improve  
 
Results of the Likelihood Ratio Test 
 
We compare the unrestricted model with three restricted models. The unrestricted model (Main Model) includes all selected 
variables, while the restricted models exclude certain variables to test their joint significance. 
 
Unrestricted Model (Main Model) 
 
 Log Likelihood: -35,844.760 
 Akaike Information Criterion (AIC): 71,729.510 
 
Restricted Model 1 (Rest 1) 
 
 Log Likelihood: -53,055.140 
 AIC: 106,112.300 
Restricted Model 2 (Rest 2) 
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 Log Likelihood: -52,836.260 
 AIC: 105,682.500 
 
Restricted Model 3 (Rest 3) 
 
 Log Likelihood: -52,924.870 

 
Figure 3.3. 

Interpretation of Results: The calculated λ 
(98,042 observations) and the chi-squared distribution of the test statistic, we compare these values against the critical values from 
the chi-squared distribution table. Typically, with such 
the very high λ1value suggests that the excluded variables significantly improve the model. Hence, the restricted model is not 
adequate. For Restricted Model 2, the λ2   value also indicates that the excluded variables are important, rejecting the adequacy of 
the restricted model. For Restricted Model 3,
variables significantly enhance the model. 
 
Based on the likelihood ratio tests, we reject the null hypothesis for all three restricted models. This indicates that the e
variables in each case are jointly significant and contribute meaningfully to the model. Therefore, the unrestricted 
includes all variables, provides the best fit and should be preferred for our econometric analysis. The robustness of the unr
model is further supported by its lower AIC value compared to the restricted models, indicating better overa
 
Marginal Effects and interpretation  
 
In econometric analysis, particularly in logistic regression models, interpreting the marginal effects provides insights into
impact of each predictor variable on the probability of the 
ways: Marginal Effects at the Means (MEM) and Average Marginal Effects (AME).
capture both the typical and average impacts of our predictors, enh
analysis. The results from the atmean = FALSE Average Marginal Effects (AME) model appear to be more reliable and 
informative, demonstrating significant relationships for multiple variables. In 
Means (MEM) model indicates almost no significant effects, except forchange_Ch, which might not accurately reflect the true 
relationships within the data.Therefore, based on these results, it is advisable
model, as they seem to provide more meaningful insights into the effects of the predictor variables on the probability of the
outcome. Consequently, we will not interpret the results from the atmean = TRUE 
conclusions regarding the predictor variables' impact.
Marginal Effects (AME) model, which provides reliable and informative insights in
probability of being diabetic. 
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.  The calculation of the Likelihood Ratio Test Statistic 

λ values for all three comparisons are significantly high. Given the large sample size 
squared distribution of the test statistic, we compare these values against the critical values from 

squared distribution table. Typically, with such high values, the null hypothesis (H0) is rejected.
value suggests that the excluded variables significantly improve the model. Hence, the restricted model is not 

value also indicates that the excluded variables are important, rejecting the adequacy of 
Restricted Model 3, the λ3 value again shows that the restricted model is inadequate, as the excluded 

Based on the likelihood ratio tests, we reject the null hypothesis for all three restricted models. This indicates that the e
variables in each case are jointly significant and contribute meaningfully to the model. Therefore, the unrestricted 
includes all variables, provides the best fit and should be preferred for our econometric analysis. The robustness of the unr
model is further supported by its lower AIC value compared to the restricted models, indicating better overa

In econometric analysis, particularly in logistic regression models, interpreting the marginal effects provides insights into
impact of each predictor variable on the probability of the outcome variable. Marginal effects can be calculated in two primary 
ways: Marginal Effects at the Means (MEM) and Average Marginal Effects (AME). Using these two approaches ensures that we 
capture both the typical and average impacts of our predictors, enhancing the robustness and interpretability of our econometric 

The results from the atmean = FALSE Average Marginal Effects (AME) model appear to be more reliable and 
informative, demonstrating significant relationships for multiple variables. In contrast, the atmean = TRUE Marginal Effects at the 
Means (MEM) model indicates almost no significant effects, except forchange_Ch, which might not accurately reflect the true 
relationships within the data.Therefore, based on these results, it is advisable to consider the findings from the atmean = FALSE 
model, as they seem to provide more meaningful insights into the effects of the predictor variables on the probability of the
outcome. Consequently, we will not interpret the results from the atmean = TRUE model, as they do not offer as robust or valid 
conclusions regarding the predictor variables' impact. The following interpretation of marginal effects is based on the Average 
Marginal Effects (AME) model, which provides reliable and informative insights into the effects of predictor variables on the 
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comparisons are significantly high. Given the large sample size 
squared distribution of the test statistic, we compare these values against the critical values from 

) is rejected. For Restricted Model 1, 
value suggests that the excluded variables significantly improve the model. Hence, the restricted model is not 

value also indicates that the excluded variables are important, rejecting the adequacy of 
value again shows that the restricted model is inadequate, as the excluded 

Based on the likelihood ratio tests, we reject the null hypothesis for all three restricted models. This indicates that the excluded 
variables in each case are jointly significant and contribute meaningfully to the model. Therefore, the unrestricted model, which 
includes all variables, provides the best fit and should be preferred for our econometric analysis. The robustness of the unrestricted 
model is further supported by its lower AIC value compared to the restricted models, indicating better overall model performance. 

In econometric analysis, particularly in logistic regression models, interpreting the marginal effects provides insights into the 
outcome variable. Marginal effects can be calculated in two primary 

Using these two approaches ensures that we 
ancing the robustness and interpretability of our econometric 

The results from the atmean = FALSE Average Marginal Effects (AME) model appear to be more reliable and 
contrast, the atmean = TRUE Marginal Effects at the 

Means (MEM) model indicates almost no significant effects, except forchange_Ch, which might not accurately reflect the true 
to consider the findings from the atmean = FALSE 

model, as they seem to provide more meaningful insights into the effects of the predictor variables on the probability of the 
model, as they do not offer as robust or valid 

The following interpretation of marginal effects is based on the Average 
to the effects of predictor variables on the 

prescriptions 



Table 2.7. Comparison of Logistic Regression Models 
 

 
 

Table 2.8. Marginal Effects of the regressors 
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Model Performance Metrics: To evaluate the performance of our logistic regression model, we focus on three key metrics: 
Count R-squared, Adjusted Count R-squared, and McKelvey &Zavoina R-squared. These metrics provide insights into the model's 
predictive accuracy and its ability to explain the variance in the outcome variable. 
 

Table 2.9. Model Performance Metrics 
 

. 
Key metrics 
 
Count R-squared 
 

 Value: 0.7698 

 Interpretation: The Count R-squared measures the proportion of correct predictions made by the model. A value of 0.7698 
indicates that the model correctly predicts approximately 76.98% of the cases. This high percentage suggests that the model 
has good predictive accuracy and is effective in correctly classifying the outcome. In other words, the model correctly predicts 
77% of all observations. 

 
Adjusted Count R-squared 
 

 Value: 0.0057 

 Interpretation: The Adjusted Count R-squared adjusts the Count R-squared for chance agreement. A value of 0.0057 
indicates a slight improvement over random guessing. This lower value compared to the Count R-squared suggests that while 
the model performs well in prediction, the adjustment for random chance provides a more conservative measure of the model's 
performance. Essentially, 0.57% of all predictions were correct solely due to the regressors, accounting for the variation of the 
dependent variable. 

 
McKelvey & Zavoina R-squared 
 

 Value: 0.9657 

 Interpretation: The McKelvey &Zavoina R-squared is designed to approximate the R-squared from linear regression models. 
A value of 0.9657 indicates an excellent fit, suggesting that the model explains a substantial portion of the variance in the 
outcome variable. This high value highlights the model's effectiveness in capturing the underlying patterns in the data. If the 
latent (unobserved) variable were observed, our model would explain 97% of its variation. 

 
Additional Metrics 
 

 McFadden R-squared: Although not directly interpretable, it is used for comparing model fit among different models. 

 Adjusted McFadden R-squared: An adjustment of the McFadden R-squared for the number of predictors in the model. 

 Cox & Snell R-squared: Another measure of the model's explanatory power. 

 Nagelkerke R-squared: A version of the Cox & Snell R-squared that adjusts the scale to cover the full range from 0 to 1. 

 Akaike Information Criterion (AIC): A measure of model fit that penalizes for the number of parameters; lower values 
indicate a better fit. 

 
The model performance metrics indicate that the logistic regression model has good predictive accuracy and effectively explains 
the variance in the outcome variable. The Count R-squared and McKelvey &Zavoina R-squared values demonstrate the model's 
strength in prediction and variance explanation, respectively. However, the Adjusted Count R-squared suggests a need for cautious 
interpretation, accounting for the potential influence of random chance. Overall, these metrics provide a comprehensive evaluation 
of the model's performance, supporting its robustness and reliability in predicting the probability of the outcome variable. 
 
FINDINGS 
 
Our research aimed to explore the factors influencing the likelihood of being prescribed diabetic medication or diagnosed with 
diabetes. Through a comprehensive econometric analysis using logistic regression, we addressed both main and additional 
research questions. 
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Main Research Questions 
 
 How does age influence the likelihood of being prescribed diabetic medication or diagnosedwith diabetes? 
 
The analysis indicates that older age groups have an increased probability of being diagnosed with diabetes. Specifically, the age 
intervals for 50-60 (ageinterval6), 60-70 (ageinterval7), 70-80 (ageinterval8), and 80-90 (ageinterval9) all have positive 
coefficients, suggesting that older patients, particularly those aged 60-70 and above, are more likely to be diagnosed with diabetes. 
 
 What is the relationship between race/ethnicity and the likelihood of a diabetes diagnosis? 
 
The variable for Caucasian patients has a negative coefficient, indicating that Caucasian individuals are less likely to be diagnosed 
with diabetes compared to other ethnic groups. This finding suggests that race/ethnicity plays a significant role in the likelihood of 
a diabetes diagnosis. 
 
 How does gender affect the likelihood of a diabetes diagnosis? 
 
The analysis shows that the variable for Female has a negative coefficient, suggesting that being female decreases the probability 
of being diagnosed with diabetes compared to being male. This implies that gender is a significant factor, with female patients 
having a lower likelihood of receiving a diabetes diagnosis. 
 
Additional Research Questions 
 
How does the glucose serum level impact the probability of a diabetes diagnosis?: Analysis and Conclusion: The variable 
representing normal glucose serum levels (max_glu_serum_Norm) has a negative coefficient. This indicates that having a normal 
glucose serum level decreases the probability of being diagnosed with diabetes compared to having an abnormal glucose serum 
level. Thus, the glucose serum level is a significant factor in diabetes diagnosis, with normal levels being associated with a lower 
likelihood of receiving a diabetes diagnosis. This finding underscores the importance of monitoring glucose levels as part of 
diabetes management and prevention strategies. 
 
 
What is the impact of emergency visits on diabetes diagnosis?: Analysis and Conclusion: The variable for the number of 
emergency visits (number_emergency) has a positive coefficient. This suggests that an increase in the number of emergency visits 
in the year preceding the encounter is associated with a higher probability of being diagnosed with diabetes. This indicates that 
frequent emergency healthcare utilization may be an indicator of underlying health issues, including diabetes. Consequently, 
patients with multiple emergency visits should be closely monitored for diabetes and other chronic conditions, allowing for timely 
interventions and improved health outcomes. 
 
How do inpatient visits correlate with diabetes diagnosis? 
 
Analysis and Conclusion: The number of inpatient visits (number_inpatient) also has a positive coefficient. This implies that an 
increase in the number of inpatient visits in the year preceding the encounter correlates with a higher probability of being 
diagnosed with diabetes. This relationship highlights the connection between intensive healthcare utilization and diabetes 
diagnosis. Patients with frequent inpatient admissions may have complex health needs, including a higher risk of diabetes, 
necessitating comprehensive care approaches to address multiple health concerns effectively. 
 
In summary, the additional research questions reveal important insights into the factors influencing the probability of a diabetes 
diagnosis. Normal glucose serum levels are associated with a lower likelihood of diabetes, while frequent emergency and inpatient 
visits are linked to a higher probability of being diagnosed with diabetes. These findings emphasize the need for continuous 
monitoring and comprehensive care for patients with frequent healthcare interactions, to ensure early detection and effective 
management of diabetes. 
 

CONCLUSION 
 
Through a thorough econometric analysis employing logistic regression, this study sought to investigate the factors impacting the 
likelihood of receiving a diabetes diagnosis or prescription for diabetic medication. The results offer insightful information about 
how different clinical and demographic factors affect diabetes diagnosis. 
 
Main Findings 
 
 Age: Older age groups are significantly more likely to be diagnosed with diabetes. The analysis reveals positive coefficients 

for age intervals 50-60, 60-70, 70-80, and 80-90, indicating that the likelihood of diabetes diagnosis increases with age. 
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 Race/Ethnicity: The analysis shows that Caucasian patients have a lower probability of being diagnosed with diabetes 
compared to other ethnic groups, as evidenced by the negative coefficient for the variable Caucasian. 

 Gender: Female patients are less likely to be diagnosed with diabetes compared to male patients. The variable Female has a 
negative coefficient, indicating a lower probability of diabetes diagnosis for females. 

 Glucose Serum Levels: Patients with normal glucose serum levels have a significantly lower probability of being diagnosed 
with diabetes compared to those with abnormal glucose serum levels. This underscores the importance of maintaining normal 
glucose levels for diabetes prevention. 

 Emergency Visits: An increase in the number of emergency visits in the year preceding the encounter is associated with a 
higher probability of being diagnosed with diabetes. This suggests that frequent emergency healthcare utilization may indicate 
underlying health issues, including diabetes. 

 Inpatient Visits: Similarly, a higher number of inpatient visits in the year preceding the encounter correlates with an increased 
likelihood of diabetes diagnosis. This highlights the need for comprehensive care approaches for patients with frequent 
inpatient admissions. 

 Interaction Effects: The study also identified significant interaction effects. For instance, the interaction between being 
Caucasian and the number of diagnoses increases the probability of diabetes diagnosis. Additionally, the interaction between 
the number of lab procedures and a high A1C result significantly increases the likelihood of being diagnosed with diabetes. 

 
Implications 
 
The results of this study have important implications for healthcare policies and clinical practices: 
 

 Age-specific Interventions: The increased probability of diabetes diagnosis in older age groups suggests the need for age-
specific interventions and monitoring to manage and prevent diabetes effectively. 

 Ethnic Disparities: The lower likelihood of diabetes diagnosis among Caucasians compared to other ethnic groups highlights 
the importance of addressing ethnic disparities in diabetes care and management. 

 Gender-specific Strategies: The lower probability of diabetes diagnosis among females indicates the need for gender-specific 
strategies in diabetes prevention and management. 

 Monitoring Glucose Levels: Maintaining normal glucose serum levels is crucial for reducing the risk of diabetes, 
emphasizing the importance of regular monitoring and management of glucose levels. 

 Emergency and Inpatient Care: Frequent emergency and inpatient visits should trigger closer monitoring for diabetes, 
allowing for timely interventions and improved health outcomes. 

 Comprehensive Care Approaches: The significant interaction effects indicate the necessity of considering combined effects of 
different variables, leading to more accurate predictions and better-informed decision-making in diabetes care. 

 

In conclusion, the findings from this study contribute to a deeper understanding of the factors associated with diabetes diagnosis. 
These insights can inform targeted interventions, improve clinical practices, and shape healthcare policies aimed at enhancing 
diabetes management and prevention efforts. 
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9.APPENDIX 
 
Creators of the dataset: John Clore , Krzysztof Cios, Jon DeShazo , Beata Strack 
 
License of the dataset: This dataset is licensed under a Creative Commons Attribution 4.0 International (CC BY 4.0) license.This 
allows for the sharing and adaptation of the datasets for any purpose, provided that the appropriate credit is given. 
 
Details about citations of the data: 1 citations and 60346 views Information was extracted from the database for encounters that 
satisfied the following criteria. (1) It is an inpatient encounter (a hospital admission). (2) It is a diabetic encounter, that is, one 
during which any kind of diabetes was entered into the system as a diagnosis. (3) The length of stay was at least 1 day and at most 
14 days. (4) Laboratory tests were performed during the encounter. (5) Medications were administered during the encounter. 
 
There are 50 columns and 101766 rows in the dataset. Information about  the variables: 
 
Encounter ID: Unique identifier for each visit. 
Patient Number (Patient_nbr): Unique identifier for each patient. 
Race: Racial background of the patient. 
Gender: Gender of the patient. 
Age: Age group of the patient. 
Weight: Weight of the patient (if available). 
Admission Type ID: Type of admission (e.g., emergency, elective). 
Discharge Disposition ID: Type of discharge (e.g., home, another facility). 
Admission Source ID: Source of admission (e.g., ER, physician referral). 
Time in Hospital: Number of days spent in the hospital. 
Payer Code: Code of the responsible healthcare payer. 
Medical Specialty: Specialty of the treating physician. 
Number of Lab Procedures: Count of laboratory procedures performed. 
Number of Non-Lab Procedures: Count of non-laboratory procedures. 
Number of Medications: Count of distinct medications administered. 
Number of Outpatient Visits: Number of outpatient visits in the past year. 
Number of Emergency Visits: Number of emergency visits in the past year. 
Number of Inpatient Visits: Number of inpatient visits in the past year. 
Diagnosis Codes (Diag_1, Diag_2, Diag_3): Primary, secondary, and tertiary diagnosis. 
Number of Diagnoses: Total number of diagnoses recorded. 
Max Glucose Serum Level: Result of latest blood glucose level test. 
A1C Test Result: Result of latest A1C test. 
Medications: Indicators for prescribed medications. 
Medication Combinations: Indicators for specific medication combinations. 
Change in Medication: Indicator for change in medication during encounter. 
Diabetic Medication Prescribed: Indicator for diabetic medication prescription. 
Readmission: Indicator for readmission within 30 days after encounter. 
 

Data Types 
 

Ordinal Variables: 1. age 
 

Nominal Variables: 2. race, 3. gender, 4. max_glu_serum, 5. A1Cresult , 6. Metformin , 7. repaglinide , 8. nateglinide , 9. 
chlorpropamide , 10. glimepiride, 11. acetohexamide, 12. glipizide, 13. glyburide, 14. tolbutamide, 15. pioglitazone, 16. 
rosiglitazone, 17. acarbose, 18. miglitol, 19. troglitazone, 20. tolazamide, 21. examide, 22. citoglipton, 23. insulin, 24. 
glyburide.metformin, 25. glipizide.metformin, 26. glimepiride.pioglitazone, 27. metformin.rosiglitazone, 28. 
metformin.pioglitazone, 29. change, 30. diabetesMed, 31. Readmitted,32. Diog1, 33. Diog2, 34. Diog3, 35. 
discharge_disposition_id, 36. admission_source_id, 37. dataset$admission_type_id   
 

Numerical Variables: 38. time_in_hospital, 39. num_lab_procedures, 40. num_procedures, 41. num_medications, 42. 

number_outpatient, 43. number_emergency, 44. number_inpatient, 45. number_diagnoses  
 
Non-measurable variables: 46. encounter_id, 47. patient_nbr 
 

NOTE: The diagnostic tests: Osius Rojek and Stukel have not been used because of the issue in the coding part. 
 

ESTIMATOR OF THE DIABETIC APP 
 

A Diabetic Calculator app where users may estimate the chance of being diabetic in the near future based on an ADA test which is 
a reliable https://turgudvaliyev.shinyapps.io/Diabetic-Calculator/ 
 
To estimate a person's chance of being diabetic by percentage, several factors need to be considered. These factors include: 
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 Age: The risk of diabetes increases with age. 

 Family History: A family history of diabetes significantly raises the risk. 

 Body Mass Index (BMI): Higher BMI is a strong risk factor for diabetes. 

 Waist Circumference: Abdominal obesity is closely linked to diabetes risk. 

 Physical Activity Level: Sedentary lifestyle increases the risk. 

 Diet: A diet high in sugars and fats can raise the risk of diabetes. 

 Blood Pressure: Hypertension is often associated with diabetes. 

 Cholesterol Levels: Dyslipidemia (abnormal cholesterol levels) can be a risk factor. 

 History of Gestational Diabetes: Women who had diabetes during pregnancy are at higher risk. 

 Ethnicity: Certain ethnic groups (e.g., African American, Hispanic, Native American, Asian) have higher risks. 

 Medical History: Conditions like polycystic ovary syndrome (PCOS) and prediabetes can increase the risk. 
 
Example Calculation Using the ADA Diabetes Risk Test:The American Diabetes Association (ADA) provides a risk test that 
scores these factors. Here’s a simplified version for illustrative purposes: 
 

Age: 
 

 <40 years: 0 points 

 40-49 years: 1 point 

 50-59 years: 2 points 

 ≥60 years: 3 points 
 
BMI: 
 
● <25: 0 points 
● 25-29: 1 point 
● ≥30: 2 points 
 
Family History: 
 
● No: 0 points 
● Yes: 1 point 
 
Physical Activity: 
 
● Yes: 0 points 
● No: 1 point 
 
History of Hypertension: 
 
● No: 0 points 
● Yes: 1 point 
 

History of Gestational Diabetes: 
 
● No: 0 points 
● Yes: 1 point 
 

Scoring: 
 

 Low risk: 0-2 points 

 Moderate risk: 3-5 points 

 High risk: 6-8 points 
 
For instance, a 55-year-old (2 points) with a BMI of 32 (2 points), who has a family history of diabetes (1 point), and is physically 
inactive (1 point), would score 6 points, indicating a high risk of diabetes. To provide a precise percentage, these factors can be 
plugged into more detailed risk calculators or models that use population data. Generally, a person in the high-risk category might 
have a risk percentage significantly above the general population average, which is around 10-15% for adults in many developed 
countries. For a personalized assessment, consulting with a healthcare provider is recommended. They may use tools like the 
Framingham Risk Score, UKPDS Risk Engine, or ADA Risk Test to give a more accurate percentage based on comprehensive 
medical evaluation. 
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